Decision makers often need to consider the relationship between variables when analyzing a problem. Sensitivity analysis provides a tool for such an analysis.

@RISK uses two methods to calculate the sensitivity between each output and its input variables: multivariate stepwise regression and rank order correlation. This article provides more information on these techniques.

# Multivariate Stepwise Regression

## What is Linear Regression?

Regression is simply another term for fitting data to a theoretical equation. In the case of linear regression, the input data is fit to a line. You may have heard of the "Least-Squares" method, which is a type of linear regression.

Multiple regression tries to fit multiple input data sets to a planar equation that could produce the output data set. It uses an equation of the form:
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where *y* is the output variable and *xi* are the input variables. The sensitivity values returned by @RISK are normalized variations of *ai*.

## What is Multivariate Stepwise Regression?

Stepwise regression is a technique for calculating regression values with multiple input values. Other techniques exist for calculating multiple regressions, but the stepwise regression technique is preferable for large numbers of inputs since it removes all variables that provide an insignificant contribution from the model.

The following steps are used in the stepwise regression method:

1. *The input with the highest correlation to the output is found and entered into regression.*
2. *The partial correlation coefficient of every input that is not in regression with the response is calculated, and the variable with the largest correlation value is entered into regression.*
3. *A regression equation is created for every input that has been entered into regression. Each input is tested for "significance" using a measurement called the F-test, and insignificant variables are removed from regression.*
4. *Steps 2 and 3 are repeated until the only remaining variables have been rejected from the regression.*
5. *A final regression equation is calculated from the inputs that have not been rejected from the regression. These normalized values are reported in @RISK.*
6. *The percentage of variation in the output that is explained by the linear regression equation is calculated and reported in @RISK as R2.*

## Interpreting the Results

The coefficients listed in the @RISK sensitivity report are normalized regression coefficients (*pi*) associated with each input. An *pi* value of 0 indicates that there is no significant relationship between the input and the output.

If you are interested in converting the normalized regression coefficient to an absolute regression coefficient, use the following equation:
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where
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The *ai* value represents the average change in the output corresponding to a 1 unit change in the input. The unit could be dollars, feet, pounds, etc. depending on the default units of your model. A positive *ai* indicates an increase in the output value when the input increases, while a negative value indicated a decrease.

The *R2* value listed at the top of the column is simply a measurement of the percentage of variation that is explained by the linear relationship. If this number is less than ~ 60% then the linear regression does not sufficiently explain the relationship between the inputs and outputs and another method of analysis should be used.

Even if your sensitivity analysis produces a relationship with a large value of *R2*, examine the results to verify that they are reasonable. Do any of the coefficients have an unexpected magnitude or sign? Please refer to the section titled *Comparison of Methods* for more information on this topic.

# Rank Order Correlation

## What is Correlation?

Correlation is a quantitative measurement of the strength of a relationship between two variables. The most common type of correlation is linear correlation, which measures the linear relationship between two variables.

The rank order correlation value returned by @RISK can vary between -1 and 1. A value of 0 indicates there is no correlation between variables, they are independent. A value of 1 indicates a complete positive correlation between the two variables, when the input value samples "high," the output value will sample "high." A value of -1 indicates a complete inverse correlation between the two variables, when the input value samples "high," the output value will sample "low." Other correlation values indicate a partial correlation, the output is affected by changes in the selected input, but may be affected by other variables as well.

## What is Rank Order Correlation?

Rank order correlation calculates the relationship between two data sets by comparing the *rank* of each value in a data set. To calculate rank, the data is ordered from lowest to highest and assigned numbers (the ranks) that correspond to their position in the order.

This method is preferable to linear correlation when we do not necessarily know the probability distribution functions from which the data were drawn. For example, if data set A was normally distributed and data set B was lognormally distributed, rank order correlation would produce a better representation of the relationship between the two data sets.

Given the following information:

*x* = the input data set

*y* = the output data set

*Ri* = the rank of *xi* among the other *xi*’s

*Si* = the rank of *yi* among the other *yi*’s

The Spearman Rank-Order Correlation Coefficient is simply the linear correlation coefficient of the ranks:
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## Interpreting the Results

@RISK reports the *rs* value in the sensitivity analysis. Obviously, a correlation coefficient of 1 or -1 can be considered significant, but what about those in-between values? The *Null Hypothesis Test* can be used to determine whether the correlation coefficient is significant given a reasonable margin of error. The test statistic *t* can be computed from the correlation coefficient *rs* and the number of data points *n* as follows:
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The test statistic *t* indicates how many standard deviations *rs* is from 0. To determine if you should consider *rs* significant, consult a t-distribution table (see *Groebner and Shannon*), which reports "critical values" for given levels of confidence. If *t* is greater than the critical value, the null hypothesis is rejected and you can conclude that *the correlation is significant* for the given level of confidence.

# Comparison of Methods

So, which measurement of sensitivity should you use? If the *R2* value reported by the Stepwise Regression is low, you can conclude that the relationship between the input and output variables in not linear. In this case, you should use the Rank-Order Correlation analysis to determine the sensitivity in your model.

If the *R2* value reported by the Stepwise Regression is high, it is easy to conclude that the relationship is linear. But, as mentioned above, you should always verify that the regression variables are reasonable. For example, @RISK might report a significant positive relationship between two variables in the regression analysis and a significant negative correlation in the rank-order analysis. This effect is called *multicollinearity*.

Multicollinearity occurs when independent variables in a model are correlated to each other as well as to the output. Unfortunately, reducing the impact of multicollinearity is a complicated problem to deal with, but you may want to consider removing the variable that causes the multicollinearity from your sensitivity analysis.
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